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Abstract. This paper contains improved forms of most of the remarks and problems of the author presented at Conference on Inequalities and Applications, Hajdúszoboszló, Hungary, 2014.

In particular, the following interesting subjects are included:

1. Two Galois connections derived from a single relation.
2. Galois connections can be used to establish some properties of recession cones.
3. Galois connections can be used to solve some equations and extremum problems.
4. Which continuity properties force an additive function of the real line to be linear?
5. A functional equationist motivation for the investigation of equations and inclusions for compositions of relations.
6. An instructive reformulation of the definition of quasi-contractions of M. Bessenyei.

## 1. Two Galois connections derived from a single relation

Definition 1.1. Let $R$ be a relation on one set $X$ to another $Y$. Then, according to [36], for any $A \subseteq X$ and $B \subseteq Y$ we define
(1) $A \in \operatorname{Int}_{R}(B) \quad$ if $\quad R[A] \subseteq B$,
(2) $A \in \mathrm{Cl}_{R}(B) \quad$ if $\quad R[A] \cap B \neq \emptyset$,
(3) $A \in \operatorname{Lb}_{R}(B)$ and $B \in \mathrm{Ub}_{\mathcal{R}}(A)$ if $A \times B \subseteq R$.

Remark 1.2. The above relations are not independent of each other, since by [36] we have
(1) $\mathrm{Ub}_{R}=\mathrm{Lb}_{R^{-1}}=\mathrm{Lb}_{R}^{-1}$,
(2) $\mathrm{Lb}_{R}=\left(\mathrm{Cl}_{\mathcal{R}^{c}}\right)^{c}, \quad$ (3) $\operatorname{Int}_{R}=\left(\mathrm{Cl}_{R} \circ \mathcal{C}\right)^{c}$,
where $\mathcal{C}$ is the complement function defined by $\mathcal{C}(B)=B^{c}=Y \backslash B$ for all $B \subset Y$.

[^0]Definition 1.3. By identifying singletons with their elements, we may naturally consider $X$ as a subset of $\mathcal{P}(X)$, and we may briefly define
(1) $\mathrm{lb}_{R}(B)=X \cap \operatorname{Lb}_{R}(B)$,
(2) $\operatorname{cl}_{R}(B)=X \cap \mathrm{Cl}_{R}(B)$,
(3) $\operatorname{ub}_{R}(A)=Y \cap \mathrm{Ub}_{R}(A)$,
(4) $\operatorname{int}_{R}(B)=X \cap \operatorname{Int}_{R}(B)$,
for all $A \subseteq X$ and $B \subseteq Y$.
Remark 1.4. Concerning the latter relations, by [36], we have
(1) $\operatorname{ub}_{R}(A)=R^{c}[A]^{c}=\bigcap_{x \in A} R(x)$,
(2) $\operatorname{cl}_{R}(B)=R^{-1}[B], \quad$ (3) $\operatorname{int}_{R}(B)=R^{-1}\left[B^{c}\right]^{c}$,
for all $A \subseteq X$ and $B \subseteq Y$.
However, it is now more important to note that, under the above notations, we also have the following two closely related theorems.

Theorem 1.5. If

$$
F_{R}(A)=\operatorname{cl}_{R^{-1}}(A) \quad \text { and } \quad G_{R}(B)=\operatorname{int}_{R}(B)
$$

for all $A \subseteq X$ and $B \subseteq Y$, then $F_{R}$ and $G_{R}$ establish a Galois connection between the posets $\mathcal{P}(X)$ and $\mathcal{P}(Y)$.

Theorem 1.6. If

$$
F_{R}(A)=\operatorname{ub}_{R}(A) \quad \text { and } \quad G_{R}(B)=\operatorname{lb}_{R}(B)
$$

for all $A \subseteq X$ and $B \subseteq Y$, then $F_{R}$ and $G_{R}$ establish a Galois connection between $\mathcal{P}(X)$ and the dual of $\mathcal{P}(Y)$.

Proof. For this, by the definitions of [7] and [43], we need only show that, for any $A \subseteq X$ and $B \subseteq Y$, we have

$$
F_{R}(A) \subseteq^{-1} B \quad \Longleftrightarrow \quad A \subseteq G_{R}(B)
$$

However, by the corresponding definitions, it is clear that

$$
\begin{aligned}
F_{R}(A) \subseteq^{-1} B \Longleftrightarrow B \subseteq F_{R}(A) & \Longleftrightarrow B \subseteq \operatorname{ub}_{R}(A) \\
& \Longleftrightarrow \forall b \in B: A \times\{b\} \subset R
\end{aligned}
$$

Remark 1.7. The upper and lower bound Galois connection, described in Theorem 2 , was first studied by Birkhoff [2, p. 122] under the name polarities.

While, the closure-interior Galois connection, described in Theorem 1, seems to have been only mentioned in Exercise 7.18 of Davey and Priestly [7, p. 172].

The above mentioned authors, and Ganter and Wille [10, p. 17] used quite different notations. The novelty of our treatment lies mainly in the use of the techniques of simple relator spaces $(X, Y)(R)$.

## 2. Galois connections can be used to establish some properties of recession cones

Definition 2.1. Let $X$ be a vector space over $K$. For any $A \subseteq K$ and $U, V \subseteq X$, define

$$
A U=\{\alpha x: \quad \alpha \in A, \quad x \in U\} \quad \text { and } \quad U+V=\{x+y: \quad x \in U, y \in V\} .
$$

Remark 2.2. Now, in particular, for any $\alpha \in K$ and $x \in X$, we may also define

$$
\alpha U=\{\alpha\} U, \quad A x=A\{x\}, \quad x+U=\{x\}+U, \quad U+x=U+\{x\} .
$$

Moreover, we may also naturally define $-U=(-1) U$ and $U-V=U+(-V)$.
Thus, the above elementwise linear operations have several useful properties. For instance, one can easily see that only two axioms of a vector space may fail to hold for the family $\mathcal{P}(X)$ of all subsets of $X$.

Remark 2.3. In the sequel, by identifying singletons with their elements, we shall consider $X$ as a subset of $\mathcal{P}(X)$.

Thus, if $F$ is a function of $\mathcal{P}(X)$ to itself, then we may simply write

$$
F(x)=F(\{x\}) \quad \text { and } \quad F[A]=\{F(a): \quad a \in A\}
$$

for all $x \in X$ and $A \subseteq X$.
Moreover, we can easily see that the function $F$ is union-preserving if and only if $F(A)=\bigcup F[A]$ for all $A \subseteq X$.

The following definition has been mainly motivated by a recent lecture of González [13] about certain applications of recession cones.

Definition 2.4. Let $X$ be a vector space over $K, A \subseteq K$ and $B \subseteq X$. For any $U, V \subseteq X$, define

$$
F(U)=F_{(A, B)}(U)=A U+B
$$

and

$$
G(V)=G_{(A, B)}(V)=\operatorname{int}_{F}(V)=\{x \in X: \quad F(x) \subseteq V\} .
$$

Remark 2.5. If in particular $K=\mathbb{R}$ and $A=\mathbb{R}_{+}$, with $\mathbb{R}_{+}=[0,+\infty[$, then
$G(B)=\left\{x \in X: \quad \mathbb{R}_{+} x+B \subseteq B\right\}=\{x \in X: \quad \forall \alpha \geq 0, y \in B: \alpha x+y \in B\}$ is just the recession cone $\operatorname{rec}(B)$ originally introduced by Rockafellar [22, p. 61 ] only for convex subsets of $\mathbb{R}^{n}$.

The appropriateness of the above definitions is apparent from the following
Theorem 2.6. The functions $F$ and $G$ establish a Galois connection between the poset $\mathcal{P}(X)$ and itself.

Proof. For this, by the definitions of [7] and [43], we need only show that, for any $U, V \subseteq X$, we have

$$
F(U) \subset V \quad \Longleftrightarrow \quad U \subseteq G(V)
$$

However, by the corresponding definitions, it is clear that

$$
\begin{aligned}
F(U) \subset V \Longleftrightarrow A U+B \subseteq V & \Longleftrightarrow \forall x \in U: A x+B \subseteq V \\
& \Longleftrightarrow \forall x \in U: F(x) \subseteq V \Longleftrightarrow U \subseteq G(V)
\end{aligned}
$$

From this theorem, by using the theory of Galois connections, we can immediately derive several theorems on the functions $F$ and $G$, and their compositions.

For instance, from Theorem 2.6, by using a particular case of [43, Theorem 5.6], we can immediately derive

Corollary 2.7. For any $V \subset X, U=G(V)$ is the largest subset of $X$ such that $F(U) \subseteq V$.

Hence, it is clear that in particular we also have
Corollary 2.8. $U=G(B)$ is the largest subset of $X$ such that $F(U) \subseteq B$.
Remark 2.9. Thus, under the notation of Remark 2.5, $U=\operatorname{rec}(B)$ is the largest subset of $X$ such that $\mathbb{R}_{+} U+B \subseteq B$.

## 3. Galois connections can be used to solve some EQUATIONS AND EXTREMUM PROBLEMS

In [37], having in mind a terminology of Birkhoff [2], we have introduced the following
Definition 3.1. If $X$ is a set and $\leq$ is a relation on $X$, then the ordered pair $X(\leq)=(X, \leq)$ is called a goset (generalized ordered set), and we usually write $X$ instead of $X(\leq)$

Remark 3.2. Thus, the goset $X(\leq)$ may, for instance, be called reflexive if the relation $\leq$ is reflexive on $X$.

Moreover, a reflexive and transitive goset may be called a proset (preordered set). And, an antisymmetric proset may be called a poset (partially ordered set).

Remark 3.3. If $X(\leq)$ is a goset, and $X^{\prime}=X$ and $\leq^{\prime}=\leq^{-1}$, then the goset $X^{\prime}\left(\leq^{\prime}\right)$ will be called the dual of $X(\leq)$. The dual goset inherits several properties of the original goset.

In [49], slightly extending the ideas of Ore [19], Schmidt [24, p. 209], Blyth and Janowitz [3, p. 11] , and the present author [43] on Galois connections, residuated mappings, and increasingly normal functions, we have introduced the following
Definition 3.4. Let $X$ and $Y$ be gosets. Then, for any functions $f$ of $X$ to $Y$ and $g$ of $Y$, we say that:
(1) $f$ is increasingly upper $g$-seminormal if $f(x) \leq y$ implies $x \leq g(y)$ for all $x \in X$ and $y \in Y$,
(2) $f$ is increasingly lower $g$-seminormal if $x \leq g(y)$ implies $f(x) \leq y$ for all $x \in X$ and $y \in Y$.

Remark 3.5. Now, the function $f$ may be naturally called increasingly $g$-normal if it is both increasingly upper and lower $g$-seminormal.

Moreover, a function $f$ of $X$ to $Y$ may, for instance, be naturally called increasingly normal if it is increasingly $g$-normal for some function $g$ of $Y$ to $X$.

Remark 3.6. By [49, Theorem 8.7], an increasingly normal function of a transitive goset to a reflexive one is already increasing.

Therefore, a function $f$ of $X$ to $Y$ may, for instance, be naturally called decreasingly normal if it is increasing normal as a function of $X$ to $Y^{\prime}$.

In this respect, it is also worth mentioning that, by using the above definitions, we can easily prove the following dualization principle.
Theorem 3.7. If $f$ is an increasingly upper (lower) $g$-seminormal function of one goset $X$ to another $Y$, then $g$ is an increasingly lower (upper) f-seminormal function of $Y^{\prime}$ to $X^{\prime}$.
Proof. If $f$ is increasingly upper $g$-seminormal, then by the corresponding definitions it is clear that $y \leq^{\prime} f(x) \Longrightarrow f(x) \leq y \Longrightarrow x \leq g(y) \Longrightarrow g(y) \leq^{\prime} x$ for all $y \in Y$ and $x \in X$ Therefore, $g$ is increasingly lower $f$-seminormal as a function of $Y^{\prime}$ to $X^{\prime}$.

Remark 3.8. By using this priciple, the properties of the functions $g$ and $f \circ g$ can be immediately derived from those of $f$ and $g \circ f$.

For instance, from Remark 3.6, we can at once see that if $f$ is an increasingly $g$-normal function of a reflexive goset to a transitive one, then $g$ is increasing. (Thus, condition (i) in Definition 3.1 of [12, p. 18] is superfluous.)

However, it now more important to note that, by using the results of [49], we can also easily prove the following two theorems.

Theorem 3.9. If $f$ is an increasingly lower $g$-seminormal function of a reflexive goset to an antisymmetric one $Y, \psi=f \circ g$, and $y \in Y$ such that $y \leq \psi(y)$, then $y=\psi(y)$ and $y \in f[X]$.
Proof. By [49, Theorem 8.14], we have $\psi(y) \leq y$. Hence, because of the assumption $y \leq \psi(y)$ and the antisymmetry of $Y$, we can infer that $y=\psi(y)$. Therefore, $y=f(g(y))$, and thus $y \in f[X]$ also holds.
Theorem 3.10. If $f$ is an increasingly $g$-normal function of a transitive goset $X$ to a reflexive one $Y, \psi=f \circ g$, and $y \in f[X]$, then $y \leq \psi(y)$.
Proof. Since $y \in f[X]$, there exists $x \in X$ such that $y=f(y)$. Hence, by using the reflexivity of $Y$, we can infer that $f(y) \leq y$. Hence, by using the upper $g$-seminormality of $f$, we can infer that $x \leq g(y)$. Hence, by using Remark 3.6, we can infer that $f(x) \leq f(g(y))$, and thus $y \leq \psi(y)$.

Now, as an immediate consequence of this theorem, we can also state
Corollary 3.11. If $f$ is an increasingly $g$-normal function of a transitive goset to a reflexive and antisymmetric one $Y, \psi=f \circ g$, and $y$ is a maximal element of $f[X]$, then $\psi(y)=y$.

Moreover, as an immediate consequence of Theorems 3.9 and 3.10, we can state
Theorem 3.12. If $f$ is an increasingly $g$-normal function of a proset $X$ to a reflexive and antisymmetric goset $Y$ and $\psi=f \circ g$, then for any $y \in Y$ the following assertions are equivalent:
(1) $y \in f[X]$,
(2) $y=\psi(y)$,
(3) $y \leq \psi(y)$.

Remark 3.13. Note that if $f$ is only an increasingly $g$-normal function of a proset $X$ to a reflexive goset $Y$, then by [49, Corollary 8.19] $\psi=f \circ g$ is already a semiinterior operation on $Y$.

While, in order that $\psi$ could be an interior operation on $Y$, by [49, Theorem $8.24]$ it seems necessary to assume that $f$ be an increasingly $g$-normal function of one proset $X$ to another $Y$.

For instance, from Theorem 3.12, by using Theorem 1.5, we can at once drive
Corollary 3.14. If $R$ is a relation on $X$ to $Y$, then for any $B \subseteq Y$ the following assertions are equivalent:
(1) $B=\mathrm{cl}_{R^{-1}}(A) \quad$ for some $A \subseteq X$,
(2) $B=\operatorname{cl}_{R^{-1}}\left(\operatorname{int}_{R}(B)\right)$, (3) $B \subseteq \operatorname{cl}_{R^{-1}}\left(\operatorname{int}_{R}(B)\right)$.

Hence, by Remark 1.4, it is clear that equivalently we also have
Corollary 3.15. If $R$ is a relation on $X$ to $Y$, then for any $B \subseteq Y$ the following assertions are equivalent:
(1) $B=R[A]$ for some $A \subseteq X$,
(2) $B=R\left[R^{-1}\left[B^{c}\right]^{c}\right], \quad$ (3) $B \subseteq R\left[R^{-1}\left[B^{c}\right]^{c}\right]$.

Remark 3.16. Moreover, it can also be easily seen that (1) is also equivalent to the assertion that, for each $y \in B$, there exists $x \in X$ such that $y \in R(x) \subseteq B$.

Theorem 3.12 gives a necessary and sufficient condition in order that, for some $y \in Y$, the equation $y=f(x)$ could have a solution. For this, it says that $y$ should be a $\psi$-open element of $Y$.

Therefore, Galois connection can be used to decide on the solvability of certain equations. In this respect, it is also worth mentioning that they can also be used to solve some extremal problems. Namely, by [49, Theorem 9.9], we have the following
Theorem 3.17. Let $X$ and $Y$ be prosets. Then, for a function $f$ of $X$ to $Y$ and a function $g$ of $Y$ to $X$, the following assertions are equivalent:
(1) $f$ is increasingly $g$-normal,
(2) $f$ is increasing and $g(y) \in \max \left(\operatorname{Int}_{f}(y)\right)$ for all $y \in Y$.

Remark 3.18. Here, by [49, Definition 4.1], we have

$$
\operatorname{Int}_{f}(y)=\{x \in X: \quad f(x) \leq y\}
$$

for all $y \in Y$.
Therefore, if (1) holds, then for any $y \in Y$ we can state that $x=g(y)$ is a largest element of $X$ such that $f(x) \leq y$.

For instance, from Theorem 3.17, by using Theorem 1.5, we can at once drive
Corollary 3.19. If $R$ is a relation on $X$ to $Y$ and $B \subseteq Y$, then $A=\operatorname{int}_{R}(B)$ is the largest subset of $X$ such that $\operatorname{cl}_{R^{-1}}[A] \subseteq B$.

Hence, by Remark 1.4, it is clear that equivalently we also have
Corollary 3.20. If $R$ is a relation on $X$ to $Y$ and $B \subseteq Y$, then $A=R^{-1}\left[B^{c}\right]^{c}$ is the largest subset of $X$ such that $R[A] \subseteq B$.
Remark 3.21. Finally, we note that, from a specialization of Theorem 3.17 to regular functions [49, Theorem 10.9], by using Theorem 1.5 we can easily get two quite similar maximality results.

However, it is now important to note that, from Corollary 3.20, by using the box product $F \boxtimes G$ of relations $F$ on $X$ to $Z$ and $G$ on $Y$ to $W$, defined such that $(F \boxtimes G)(x, y)=F(x) \times G(y)$ for all $x \in X$ and $y \in Y$, we can immediately derive some results of [48].

## 4. Which CONTINUITY PROPERTIES FORCE AN ADDITIVE FUNCTION OF THE REAL LINE TO BE LINEAR?

Some particular cases of the following problem have formerly been also considered in a talk by Zoltán Boros.

If $f$ is an additive function of $\mathbb{R}$, then having in mind some classical results [23] we may naturally ask the question that: Which one of the following basic continuity (or monotonicity) properties of $f$ forces $f$ to be linear?

For this, let $\mathcal{R}$ and $\mathcal{S}$ be relators (arbitrary families of relations) on $\mathbb{R}$. That is, $\mathcal{R}, \mathcal{S} \subseteq \mathcal{P}\left(\mathbb{R}^{2}\right)$. Moreover, suppose that $\square=\left(\square_{i}\right)_{i=1}^{4}$ is a family of unary operations on the family $\mathcal{P}^{2}\left(\mathbb{R}^{2}\right)=\mathcal{P}\left(\mathcal{P}\left(\mathbb{R}^{2}\right)\right)$ of all relators on $\mathbb{R}$.

Then, analogously to [33] (or [52]), the function $f$ may be naturally called-continuous (or $\square$-monotonic) with respect to the relators $\mathcal{R}$ and $\mathcal{S}$ if

$$
\left(\mathcal{S}^{\square_{1}} \circ f\right)^{\square_{2}} \subseteq\left(f \circ \mathcal{R}^{\square_{3}}\right)^{\square_{4}}
$$

where the two compositions are to be taken elementwise.
Here, $\mathcal{R}$ may, for instance, be $\mathcal{R}_{\leq}=\{\leq\}$, or the family $\mathcal{R}_{d}$ of all surroundings

$$
B_{r}^{d}=\left\{(x, y) \in \mathbb{R}^{2}: \quad d(x, y)<r\right\}
$$

with $r>0$, and thus also $\mathcal{R}_{(d, \leq)}=\mathcal{R}_{d} \cup R_{\leq}$.
Moreover, if $\mathcal{A}$ is the family of all open, fat, or measurable subsets of $\mathbb{R}$, then the family $\mathcal{R}_{\mathcal{A}}$ of all Pervin relations [42] $R_{A}=A^{2} \cup A^{c} \times X$, with $A \in \mathcal{A}$, is also an important relator on $\mathbb{R}$. Note that $\mathcal{R}_{\mathcal{A}}$ is a preorder, while $\mathcal{R}_{d}$ is a tolerance relator on $\mathbb{R}$.

Moreover, for any relator $\mathcal{R}$ on $\mathbb{R}, \mathcal{R}^{\square}$ may, for instance, be

$$
\mathcal{R}^{\infty}=\left\{R^{\infty}: \quad R \in \mathcal{R}\right\} \quad \text { or } \quad \mathcal{R}^{\partial}=\left\{S \subset \mathbb{R}^{2}: \quad S^{\infty} \in \mathcal{R}\right\}
$$

where $R^{\infty}=\bigcup_{n=0}^{\infty} R^{n}$ is the smallest preorder relation on $\mathbb{R}$ containing $R$.
Furthermore, $\mathcal{R}^{\square}$ may, for instance, be

$$
\mathcal{R}^{\Delta}=\left\{S \subseteq \mathbb{R}^{2}: \quad \forall x \in \mathbb{R}: \quad \exists R \in \mathcal{R}: \quad \exists y \in \mathbb{R}: \quad R(y) \subseteq S(x)\right\}
$$

and thus also $\mathcal{R}^{\Delta \infty}$ or $\mathcal{R}^{\Delta \partial}$. But, the operation $\Delta \partial$ is already not idempotent.
Here, we can note that a relator $\mathcal{R}$ on $\mathbb{R}$ may be called properly well-chained [20] if $\mathcal{R}^{\infty}=\left\{\mathbb{R}^{2}\right\}$. Moreover, $\mathcal{R}$ may be called paratopologically compact [30] if for each $R \in \mathcal{R}^{\Delta}$ there exists a finite subset $A$ of $\mathbb{R}$ such that $\mathbb{R}=R[A]$.

Furthermore, it is also noteworthy that $\mathcal{R}^{\Delta}$ is the largest relator on $\mathbb{R}$ inducing the same family of fat subsets of $\mathbb{R}$ as $\mathcal{R}$ does. However, the family of all open sets induced by $\mathcal{R}$ fails to have such a property. (See [47, Example 5.17].)

Note that, in our former definition of $\square$-continuity, $f$ may be an arbitrary relation on $\mathbb{R}$. However, in that case the term " $\square$-continuous" has to be replaced by "upper $\square$-semicontinuous".

Finally, we note that one may also naturally consider quite similar questions in connection with subadditive and superadditive relations, and also with subadditive and superadditive functions (and their Pexiderizations).

However, it can be easily seen that if $R$ is a superhomogeneous, superadditive relation of $\mathbb{R}$, then $R$ is already linear. And thus, it is either a linear function or the whole space $\mathbb{R}^{2}$. (For some more general results, see [34].)

## 5. A FUNCTIONAL EQUATIONIST MOTIVATION FOR THE INVESTIGATION OF

 EQUATIONS AND INCLUSIONS FOR COMPOSITIONS OF RELATIONSIf $X$ and $Y$ are groupoids, and $F, G$, and $H$ are relations on $X$ to $Y$, then as a straightforward generalization of the Pexiderization of the classical Cauchy equation [23] we may naturally consider the relational equation

$$
\begin{equation*}
H(x+y)=F(x)+G(y) \tag{1}
\end{equation*}
$$

for all $x, y \in X$.
Such an equation, for set-valued functions, has only been investigated by K. Nikodem [18], W. Smajdor [26], and A. Smajdor [25]. (See also [11, 5].) While, additive relations and set-valued functions have already been intensively studied by several algebraists and functional equationists. (See [45, p. 638].)

Now, by defining $\phi(x, y)=x+y$ for all $x, y \in X$, we can at once see that

$$
H(x+y)=H(\phi(x, y))=(H \circ \phi)(x, y)
$$

for all $x, y \in X$.
Moreover, by defining

$$
K(x, y)=(F \boxtimes G)(x, y)=F(x) \times G(y)
$$

for all $x, y \in X$, and $\psi(z, w)=z+w$ for all $z, w \in Y$, we can easily see that

$$
\begin{aligned}
& F(x)+G(y)=\{z+w: \quad z \in F(x), \quad w \in G(y)\} \\
& =\{z+w: \quad(z, w) \in F(x) \times G(y)\}=\{\psi(z, w): \quad(z, w) \in K(x, y)\} \\
& \quad=\psi[K(x, y)]=(\psi \circ K)(x, y)
\end{aligned}
$$

for all $x, y \in X$.
Thus, our original equation (1) can be written in the form that

$$
(H \circ \phi)(x, y)=(\psi \circ K)(x, y)
$$

for all $x, y \in X$. Therefore, we actually have

$$
\begin{equation*}
H \circ \phi=\psi \circ K \tag{2}
\end{equation*}
$$

Now, the ordered triple $(F, G, H)$ may be naturally called additive, subadditive and superadditive if

$$
H \circ \phi=\psi \circ K, \quad H \circ \phi \subseteq \psi \circ K, \quad \psi \circ K \subseteq H \circ \phi
$$

However, since we have

$$
(F \boxtimes G)[A]=G \circ A \circ F^{-1}
$$

for all $A \subseteq X \times Y$, instead of equation (2) and the corresponding inclusions, it is more convenient to investigate first the more general equation

$$
\begin{equation*}
H \circ R \circ \Phi=\Psi \circ S \circ K \tag{3}
\end{equation*}
$$

and the corresponding inclusions, with some relations $\Phi$ on $X^{2}$ to $X, \Psi$ on $Y^{2}$ to $Y, R$ on $X$ to itself, and $S$ on $Y^{2}$ to itself.

Note that by taking $R=\Delta_{X}$ and $S=\Delta_{Y^{2}}$ equation (2) can be obtained from (3). Moreover, before studying equation (3), it is convenient to investigate first the inclusions

$$
H \circ R \circ \Phi \subseteq L \quad \text { and } \quad L \subseteq \Psi \circ S \circ K
$$

with a relation $L$ of $X^{2}$ to $Y$.
This was actually the subject of our former paper [48], refused by the Semigroup Forum, where the reader can find three further substantial reasons and several references for studying compositional equations and inclusions for relations.

In the light of our present note, it would be instructive to solve the classical Cauchy equation $f \circ \varphi=\varphi \circ f$, where $f$ is a function of $\mathbb{R}$ to itself and $\varphi(x+y)=$ $x+y$ for all $x, y \in \mathbb{R}$, by using the notations and techniques of the theory of relations and relators (families of relations).

## 6. An instructive reformulation of the definition of Quasi-contractions of M. Bessenyei

In his talk [1], to get a common generalization of the corresponding definitions of Ćirić [6] and Matkowski [17], M. Bessenyei introduced the following
Definition 6.1. Let $X(d)$ be a metric space, $\mathbb{R}_{+}=[0,+\infty[$, and $\varphi$ a function of $\mathbb{R}_{+}$to itself.

Then, a function $f$ of $X$ to itself is called a $\varphi$-quasi-contraction if

$$
d(f(x), f(y)) \leq \varphi(\operatorname{diam}\{x, y, f(x), f(y)\})
$$

holds true for all $x, y \in X$.
Remark 6.2. Hence, by noticing that $\{f(x), f(y)\}=f[\{x, y\}]$ and

$$
d(f(x), f(y))=\operatorname{diam}\{f(x), f(y)\}=\operatorname{diam}(f[\{x, y\}])
$$

and thus

$$
\operatorname{diam}(f[\{x, y\}]) \leq \varphi(\operatorname{diam}(\{x, y\} \cup f[\{x, y\}]))
$$

for all $x, y \in X$, we can naturally arrive at the following straightforward generalization of Definition 6.1.
Definition 6.3. Let $X$ and $\varphi$ be as in Definition 6.1, and moreover $\mathcal{A}$ a family of nonvoid, bounded subsets of $X$.

Then, a relation $F$ on $X$ is called a $(\varphi, \mathcal{A})$-quasi-contraction if, for each $A \in \mathcal{A}$, the image $F[A]$ is also bounded and

$$
\operatorname{diam}(F[A]) \leq \varphi(\operatorname{diam}(A \cup F[A]))
$$

Note that here the first diameter can be $-\infty$ if $F[A]=\emptyset$. But, the second one is in $\mathbb{R}_{+}$since $A$ is nonvoid, and both $A$ and $F[A]$ are bounded. Therefore, the first one cannot also be $+\infty$.

Remark 6.4. Hence, by Remark 6.2, we can see that the function $f$, considered in Definition 6.1, is a $\varphi$-quasi-contraction if and only if it is a $(\varphi, \mathcal{A})$-quasicontraction with $\mathcal{A}$ being the family of all two-point subsets of $X$.

However, the functional particular case of Definition 6.3 is not a genuine generalization of Definition 6.1, since we have the following
Theorem 6.5. Let $\mathcal{A}$ be the family of all one- or two-point subsets of $X$, and $\mathcal{B}$ an arbitrary family of nonvoid, bounded subsets of $X$. Moreover, assume that $\varphi$ is an increasing function of $\mathbb{R}_{+}$and $F$ is a $(\varphi, \mathcal{A})$-quasi-contraction relation on $X$ such that $F[B]$ is bounded for all $B \in \mathcal{B}$. Then, $F$ is a also $(\varphi, \mathcal{B})$-quasicontraction relation on $X$.

Proof. If $B \in \mathcal{B}$ and $z, w \in F[B]$, then there exist $x, y \in B$ such that $z \in F(x)$ and $w \in F(y)$. Hence, by defining $A=\{x, y\}$, we can at once see that $A \in \mathcal{A}$ such that $A \subset B$ and $\{z, w\} \subseteq F[A]$.

Now, by the increasingness of the functions diam and $\varphi$, and the assumed contractivity of $F$, it is clear that

$$
\begin{aligned}
d(z, w)=\operatorname{diam}(\{z, w\} & \leq \operatorname{diam}(F[A]) \\
& \leq \varphi(\operatorname{diam}(A \cup F[A])) \leq \varphi(\operatorname{diam}(B \cup F[B]))
\end{aligned}
$$

Therefore, we also have

$$
\operatorname{diam}(F[B])=\sup \{d(z, w): \quad z, w \in F[B]\} \leq \varphi(\operatorname{diam}(B \cup F[B]))
$$

for all $B \in \mathcal{B}$, and thus the required assertion is also true.
Remark 6.6. Note that if in particular $F$ is a function of $X$ to itself in Theorem 6.5 , then $\mathcal{A}$ may be only the family of all two-point subsets of $X$. Namely, in this case, we have $\operatorname{diam}(F[A])=0$ for all one-point subset $A$ of $X$.

Now, analogously to Definition 6.3, we may also naturally introduce the following
Definition 6.7. Let $X, \varphi$, and $\mathcal{A}$ be as in Definitions 6.1 and 6.3. Then, a relation $F$ of $X$ to itself is called a $(\varphi, \mathcal{A})$-semi-contraction if, for each $A \in \mathcal{A}$, the image $F[A]$ is also bounded and

$$
\operatorname{diam}(F[A]) \leq \varphi(\operatorname{diam}(A)+d(A, F[A])+\operatorname{diam}(F[A]))
$$

Note that here the distance and all the diameters are finite since now we also have $F[A] \neq \emptyset$ since $A \neq \emptyset$ and $F(x) \neq \emptyset$ for all $x \in X$.

This terminology can partly be justified by the following
Theorem 6.8. Let $X, \varphi$, and $\mathcal{A}$ be as in Definitions 6.1 and 6.3. Moreover, assume that $\varphi$ is an increasing function of $\mathbb{R}_{+}$and $F$ is a $(\varphi, \mathcal{A})$-quasi-contraction relation of $X$. Then, $F$ is also $a(\varphi, \mathcal{A})$-semi-contraction relation of $X$

Proof. By using a well-known property of the diameter, we can see that

$$
\operatorname{diam}(A \cup F[A]) \leq \operatorname{diam}(A)+d(A, F[A])+\operatorname{diam}(F[A])
$$

Therefore, by the assumed contractivity property of $F$ and the increasingness of $\varphi$, we have

$$
\begin{aligned}
\operatorname{diam}(F[A]) \leq \varphi(\operatorname{diam} & (A \cup F[A])) \\
& \leq \varphi(\operatorname{diam}(A)+d(A, F[A])+\operatorname{diam}(F[A]))
\end{aligned}
$$

Therefore, the required assertion is also true.
Remark 6.9. Now, to prove some analogues of the theorems of Bessenyei [1] for semi-contraction functions and relations, one has certainly require some much stronger regularity properties of the control function $\varphi$.

However, it would be more interesting to generalize the results of Bessenyei [1] to relator spaces analogously to [46]. Unfortunately, we have been planning to prove such an extension of a theorem of Kupka [14] for more than twenty years.

## References

[1] M. Bessenyei, Nonlinear quasicontractions in complete metric spacees, Conference on Inequalities and Applications, Hajdúszoboszló, Hungary, 2014. (The corresponding manuscript is already available from the author.)
[2] G. Birkhoff, Lattice Theory, Amer. Math. Soc. Colloq. Publ. 25, Providence, RI, 1967.
[3] T. S. Blyth and M. F. Janowitz, Residuation Theory, Pergamon Press, Oxford, 1972.
[4] S. Buglyó and Á. Száz, A more important Galois connection between distance functions and inequality relations, Sci. Ser. A Math. Sci. (N.S.) 18 (2009), 17-38.
[5] S. Czerwik, Functional Equations and Inequalities in Several Variables, World Scientific, London, 2002.
[6] Lj. B. Ćirić, A generalization of Banach's contraction principle, Proc. Amer. Math. Soc. 45 (1974), 267-273.
[7] B. A. Davey and H. A. Priestley, Introduction to Lattices and Order, Cambridge University Press, Cambridge, 2002.
[8] K. Denecke, M. Erné and S. L. Wismath (Eds.) Galois Connections and Applications, Kluwer Academic Publisher, Dordrecht, 2004.
[9] P. Fletcher and W.F. Lindgren, Quasi-Uniform Spaces, Marcel Dekker, New York, 1982.
[10] B. Ganter and R. Wille, Formal Concept Analysis, Springer-Verlag, Berlin, 1999.
[11] R. Ger, Remark 25, Aequationes Math. 41 (1991), p. 295.
[12] G. Gierz, K. H. Hofmann, K. Keimel, J. D. Lawson, M. Mislove, and D. S. Scott, A Compendium of Continuous Lattices, Springer-Verlag, Berlin, 1980.
[13] C. L. González, Bernstein-Doetsch type theorem for set valued maps of strongly and approximately convex type, A lecture on a joint work with K. Nikodem, Zs. Páles, and G. Roa at the Conference on Inequalities and Applications, Hajdúszoboszló, Hungary, 2014. (The corresponding paper has already appeared in Publ. Math. Debrecen 84 (2014), 229-252.)
[14] I. Kupka, A Banach fixed point theorem for topological spaces, Rev. Colombiana Mat. 26 (1992), 95-100.
[15] J. Mala and Á. Száz, Equations for families of relations can also be solved, C. R. Math. Rep. Acad. Sci. Canada 12 (1990), 109-112.
[16] J. Mala and Á. Száz, Properly topologically conjugated relators, Pure Math. Appl. Ser. B 3 (1992), 119-136.
[17] J. Matkowski, Integrable solutions of functional equations, Dissertationes Math. 127 (1975), 68 pp .
[18] K. Nikodem, Set-valued solutions of the Pexider functional equation, Funkcial. Ekvac. 31 (1988), 227-231.
[19] O. Ore, Galois connexions, Trans. Amer. Math. Soc. 55 (1944), 493-513.
[20] G. Pataki and Á. Száz, A unified treatment of well-chainedness and connectedness properties, Acta Math. Acad. Paedagog. Nyházi. (N.S.) 19 (2003), 101-165.
[21] Cs. Rakaczki and Á. Száz, Semicontinuity and closedness properties of relations in relator spaces, Mathematica (Cluj) 45 (2003), 73-92.
[22] R. T. Rockafellar, Convex Analysis, Princeton University Press, Princeton, New Jersey, 1970.
[23] P. K. Sahoo and T. Riedel, Mean Value Theorems and Functional Equations, World Scientific, Singapore, 1998.
[24] J. Schmidt, Bieträge zur Filtertheorie II, Math. Nachr. 10 (1953), 197-232.
[25] A. Smajdor, The stability of the Pexider equation for set-valued functions, Rocznik Nauk.Dydakt. Prace Mat. 13 (1993), 277-286.
[26] W. Smajdor, Local set-valued solutions of the Jensen and Pexider functional equations, Publ. Math. Debrecen 43 (1993), 255-265.
[27] Á. Száz, Lebesgue relators, Montshefte Mat. 110 (1990), 315-319.
[28] Á. Száz, Structures derivable from relators, Singularité 3 (1992), 14-30.
[29] Á. Száz, Topological characterizations of relational properties, Grazer Math. Ber. 327 (1996), 37-52.
[30] Á. Száz, Uniformly, proximally and topologically compact relators, Math. Pannon. 8 (1997), 103-116.
[31] Á. Száz, An extension of Kelley's closed relation theorem to relator spaces, Filomat (Nis) 14 (200), 49-71.
[32] Á. Száz, A Galois connection between distance functions and inequality relations, Math. Bohem. 127 (2002), 437-448.
[33] Á. Száz, Somewhat continuity in a unified framework for continuities of relations, Tatra Mt. Math. Publ. 24 (2002), 41-56.
[34] Á. Száz, Linear extensions of relations between vector spaces, Comment. Math. Univ. Carolin. 44 (2003), 367-385.
[35] Á. Száz, An extension of Baire's category theorem to relator spaces, Math. Morav. 7 (2003), 73-89.
[36] Á. Száz, Upper and lower bounds in relator spaces, Serdica Math. J. 29 (2003), 239-270.
[37] Á. Száz, Lower and upper bounds in ordered sets without axioms, Tech. Rep., Inst. Math., Univ. Debrecen 2004/1, 11 pp.
[38] Á. Száz, The importance of reflexivity, transitivity, antisymmetry and totality in generalized ordered sets, Tech. Rep., Inst. Math., Univ. Debrecen 2004/2, 15 pp.
[39] Á. Száz, Galois-type connections on power sets and their applications to relators, Tech. Rep., Inst. Math., Univ. Debrecen 2005/2, 38 pp.
[40] Á. Száz, Supremum properties of Galois-type connections, Comment. Math. Univ. Carolin. 47 (2006), 569-583.
[41] Applications of fat and dense sets in the theory of additive functions, Tech. Rep., Inst. Math., Univ. Debrecen 2007/3, 29 pp.
[42] Á. Száz, Minimal structures, generalized topologies, and ascending systems should not be studied without generalized uniformities, Filomat 21 (2007), 87-97.
[43] Á. Száz, Galois type connections and closure operations on preordered sets, Acta Math. Univ. Comen. 78 (2009), 1-21.
[44] Á. Száz, Galois-type connections and continuities of pairs of relations, J. Int. Math. Virt. Inst. 2 (2012), 39-66.
[45] Á. Száz, The Hyers-Ulam and Hahn-Banach theorems and some elementary operations on relations motivated their set-valued generalizations, In: P. M. Pardalos, P. G. Georgiev and H. M. Srivastava (Eds.), Stability, Approximations, and Inequalities, In honor of Themistocles M. Rassias on the occasion of his 60th birthday, Springer Optimization and Its Applications 68 (2012), 631-705.
[46] Á. Száz, An extension of an additive selection theorem of Z. Gajda and R. Ger to vector relator spaces, Scientia 24 (2013), 33-54.
[47] Á. Száz, Lower semicontinuity properties of relations in relator spaces, Adv. Stud. Contemp. Math. (Kyungshang) 23 (2013), 107-158.
[48] Á. Száz, Inclusions for compositions and box products of relations, J. Int. Math. Virt. Inst. 3 (2013), 97-125.
[49] Á. Száz, Galois and Pataki connections revisited, Tech. Rep., Inst. Math., Univ. Debrecen 2013/3, 20 pp.
[50] Á. Száz, A particular Galois connection between relations and set functions, Acta Univ. Sapientiae, Math. 6 (2014), 73-91.
[51] Á. Száz, Generalizations of Galois and Pataki connections to relator spaces, Tech. Rep., Inst. Math., Univ. Debrecen 2014/1, 32 pp.
[52] Á. Száz, Increasing functions and closure operations on generalized ordered sets, Tech. Rep., Inst. Math., Univ. Debrecen 2014/2, 19 pp.
[53] Á. Száz, Galois and Pataki connections on generalized ordered sets, Tech. Rep., Inst. Math., Univ. Debrecen 2014/3, 27 pp.
[54] Á. Száz, Equations for compositions of relations can also be solved, Conference on Inequalities and Applications, Hajdúszoboszló, Hungary, 2014.
[55] Á. Száz and J. Turi, Comrarisons and compositions of Galois-type connections, Miskolc Math. Notes 7 (2006), 189-2003.

Árpád Száz, Department of Mathematics, University of Debrecen, H-4010 Debrecen, Pf. 12 Hungary

E-mail address: szaz@science.unideb.hu


[^0]:    1991 Mathematics Subject Classification. Primary 06A75, 54E15, 54E50; Secondary 06A15, $54 \mathrm{C} 60,54 \mathrm{H} 25$.

    Key words and phrases. Galois connections, recession cones, equations and extremum problems in generalized ordered sets, Cauchy, Pexider, and composition equations for relations, upper semicontinuities of relations in generalized uniform spaces, generalized contractions in metric spaces.

    The work of the author has been supported by the Hungarian Scientific Research Fund (OTKA) Grant NK-81402.

